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A single camera acquires an input image of a scene as 
observed in an array of spheres, Wherein pixels in the input 
image corresponding to each sphere form a sphere image. A 
set of virtual cameras are de?ned for each sphere on a line 
joining a center of the sphere and a center of projection of the 
camera, Wherein each virtual camera has a different virtual 
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DIGITAL REFOCUSING FOR WIDE-ANGLE 
IMAGES USING AXIAL-CONE CAMERAS 

FIELD OF THE INVENTION 

[0001] This invention relates generally to Wide-angle imag 
ing, and more particularly digital refocusing for Wide-angle 
images. 

BACKGROUND OF THE INVENTION 

[0002] Wide angle imaging offers a different Way to visu 
aliZe the World. However, typical Wide-angle images exhibit 
large depth of ?eld (DOF). It is desired to provide depth of 
?eld effects for Wide-angle images. 
[0003] A conventional method acquires a Wide ?eld-of 
vieW (FOV) light?eld using multiple sequential images by a 
moving camera With a narroW-angle lens or a Wide-angle 
(?sh-eye) lens. A translation stage or pan-tilt units can also be 
used. Wide angle panoramas and mosaics also require mul 
tiple images acquired by either rotating the camera around its 
optical axis, or along a path. These approaches require the 
scene to be static, and increase the acquisition time. A camera 
array With Wide-angle lenses can avoid these problems. HoW 
ever, this is more expensive and less portable. Moreover, the 
multiple cameras need to be synchronized, and calibrated 
radiometrically and geometrically With respect to each other. 
[0004] Light?eld Cameras 
[0005] The concept of light?eld as a representation of all 
rays of light in free-space is Well known. Light?elds acquired 
using camera arrays have been used for synthetic aperture 
imaging and digital refocusing. 
[0006] Hand-held light?eld cameras trade spatial resolu 
tion for angular resolution. Those cameras either insert a 
micro-lens array or mask close to the sensor, or use an array 
of lens and prisms in front of the main lens. Those types of 
cameras offer only a limited FOV, Which is determined by the 
main lens. 
[0007] Different parameteriZations such as 2-sphere and 
sphere-plane have been described for sampling light?elds 
over a sphere. 

[0008] Catadioptric Imaging Systems 
[0009] Catadioptric imaging systems (CIS), Which include 
mirrors (cata) and lenses (dioptric), offer an alternative 
approach to increase the FOV in a single image. An omnidi 
rectional sensor having a 360°><50° FOV uses four planar 
mirrors in a pyramidal con?guration With four cameras. 
[0010] An array of planar mirrors can be used to acquire a 
light?eld. A spherical mirror With a perspective camera leads 
to a non-single vieWpoint or multi-perspective image When 
the camera is placed outside the sphere. Radial CIS, Which 
use a camera looking through a single holloW rotationally 
symmetric mirror polished on the inside, can perform 3D 
reconstruction, generation of texture maps, and computation 
of the BRDF parameters. A single mirror results in a circular 
locus of virtual vieWpoints. 
[0011] Spherical mirror arrays have been used for acquir 
ing incident light?eld for relighting, and for 3D reconstruc 
tion. Each sphere image is re-mapped into latitude and lon 
gitude format, and ray-tracing is used to determine 
intersection With the light?eld plane. In each sphere image, 
vertices in a 3D mesh can be manually marked to generate a 
simple 3D model, Which is di?icult to extend to natural 
scenes.Acquired images of multiple spheres can be tesselated 
for 3D estimation. 
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[0012] Although spherical lenses are easier to produce, the 
lenses cause spherical aberrations, and decrease image qual 
ity. Aplanatic spherical lenses have been used for high poWer 
microscope objectives and endoscope objectives, and refrac 
tive sphere models have been used for modeling rain drops by 
tracing rays. 
[0013] None of the prior art methods, Which use spherical 
mirrors, have been used for refocusing of a Wide-angle image 
acquired by a single stationary camera. 
[0014] Projections of Wide-Angle Images 
[0015] Perspective projection of a Wide-angle image shoWs 
severe distortions at the periphery of the image. To map a 
sphere to a plane, several projections, Which trade off differ 
ent types of distortions have been developed. HoWever, a 
global projection cannot keep all straight lines straight and 
preserve the shapes of the objects. 

SUMMARY OF THE INVENTION 

[0016] The embodiments of our invention provide artistic 
depth of ?eld effects in Wide-angle images, Which typically 
exhibit large depth of ?eld, along With dense Wide-?eld-of 
vieW (FOV) three-dimensional (3D) reconstruction. This 
requires acquiring rays from multiple vieWpoints over a Wide 
?eld-of-vieW. Designing a practical solution for Wide-angle 
imaging presents challenges When considering factors such 
as single-shot acquisition, loW cost, ease of camera place 
ment, and fast and accurate post-processing. 
[0017] We describe various designs using multiple spheri 
cal re?ective and refractive elements, Which enable refocus 
ing in Wide FOV using a single acquired image. We describe 
an accurate geometric modeling of the acquired multi-per 
spective image using axial-cone cameras, i.e., multiple virtual 
perspective cameras on a single axis, each With a different 
cone of rays. This modeling avoids explicit ray tracing and 
approximations. The modeling can be implemented in a 
graphic processing unit (GPU) for refocusing projective tex 
ture mapping. 
[0018] Because a spherical shape results in virtual axial 
cone cameras for any direction, We shoW that an array of 
re?ective or refractive spheres meets the above challenges. 
We describe novel post-processing effects, such as digital 
refocusing, and depth dependent projection of Wide-angle 
images acquired by a single camera. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0019] FIG. 1 is ablock diagram of a method and system for 
refocusing for Wide-angle image from an input image 
acquired by a single stationary camera according to embodi 
ments of the invention; 
[0020] FIG. 2A is a front vieW of an array of re?ective 
spheres according to embodiments of the invention; 
[0021] FIG. 2B is a front vieW of an array of refractive 
spheres according to embodiments of the invention; 
[0022] FIG. 2C is an image reconstructed from a Wide 
angle image of a scene re?ected by the array of FIG. 2A 
according to embodiments of the invention; 
[0023] FIG. 2D is an image reconstructed from a Wide 
angle image of a scene refracted by the array of FIG. 2B 
according to embodiments of the invention; 
[0024] FIG. 3A is a schematic of a pinhole camera arranged 
on an axis of a rotationally symmetric mirror; 
[0025] FIG. 3B is a schematic of a pinhole camera arranged 
on off-axis of a rotationally symmetric mirror; 
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[0026] FIG. 4 is a ?oW diagram ofa method refocusing a 
Wide-angle image acquired by a single camera according to 
embodiments of the invention; and 
[0027] FIGS. 5A-5C shoW alternative arrangement of 
spheres on convex, planar and concave surfaces. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

Method and System OvervieW 

[0028] As shoWn in FIG. 1, the embodiments of the inven 
tion provide a method and system for refocusing for an output 
image from a single image acquired by a conventional sta 
tionary camera With re?ective or refractive elements. We can 
use an array of re?ective spheres (e.g., mirror or steel balls) 
101 arranged on a planar surface 102 for a re?ective setup, or 
an array of refractive spheres (e.g., glass or acrylic balls) 103 
for a refractive setup. By using spheres of different siZe, our 
design can be easily scaled to different scene scales. We use 
an array of spheres of 0.25" radii for small tabletop scenes, 
and 0.5" radii for room-siZe, or outdoor scenes. Inset 104 
shoWs a side vieW of the array. The array can be regular, 
irregular, random, tWo- or three-dimensional. 
[0029] A camera 105 acquires a single input image 109 of 
a scene 100 as observed in the re?ective or refractive spheres. 
That is, the image shoWs the scene re?ected in each re?ective 
sphere as shoWn in FIG. 2A, or the scene acquired through 
each refractive sphere as shoWn in FIG. 2B. If the camera is a 
video camera, then multiple images can be acquired, and each 
image can be processed independently. 
[0030] The image is processed by a method 106 executing 
in a processor 107. It is understoodthat processing millions of 
pixels cannot be performed mentally. It is also understood 
that the method transforms an input image to an output image. 
The method can perform various refocusing effects as 
described beloW. The result of the processing, a refocused 
output image 108, can be rendered on a display device 108'. 
FIGS. 2C and 2D respectively shoW reconstructed images 
acquired via the re?ective and refractive spheres of FIGS. 
2A-2B after refocusing according to the method 106. 
[0031] For the tWo arrays, We respectively use a 12 MP 
Canon Rebel XSI camera With 300 mm lens, and a 22 MP 
Mamiya 645AFD camera having a pixel siZe of 9p. With a 210 
mm lens, With f/8 aperture to avoid camera defocus. The 
camera is placed @850 mm from the arrays of spheres. It 
should be understood that other cameras can also be used. 

[0032] Axial-Cone Modeling 
[0033] If the camera 105 is placed on a rotational axis of a 
rotationally symmetric mirror, then the acquired rays can be 
modeled as axial-cone cameras, i.e., multiple perspective 
cameras arrange on the mirror axis each With a different cone 

of rays. As a result, We have a less restrictive setup compared 
to a central model and a more compact model than a non 
central model. 
[0034] Because light?elds are Well-studied using perspec 
tive cameras, We can use available tools, such as a graphic 
processing unit (GPU) for fast rendering by employing such 
a model. This avoids the hard problem of determining the 
optical path from a 3D scene point to an image pixel (forWard 
projection). 
[0035] Possible rotationally symmetric mirrors include 
conic, parabolic and hyperbolic mirrors. If multiple mirrors 
are used, then it is di?icult to place a single camera on the 
mirror axis of all the mirrors. Even Whenpossible, e.g., hyper 
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bolic or elliptical mirrors arranged to have the same foci, it 
Would be restrictive and prone to misalignment. These disad 
vantages can be avoided if the mirror is rotationally symmet 
ric in all directions, i.e., a sphere. Therefore, the choice of our 
spherical re?ective and refractive spheres is motivated by our 
geometric modeling of catadioptric systems. 
[0036] For rotationally symmetric mirrors, axial-cone 
modeling is not applicable unless the camera is on the mirror 
axis. A spherical mirror is an exception because the mirror 
axis can be de?ned to contain the camera and the center of the 
sphere. 
[0037] Axial-Cone Camera Parameters 
[0038] As shoWn in FIG. 3A, a (pinhole) camera 110 is 
arranged on an axis 120 of a rotationally symmetric mirror 
130. We analyZe a planar slice containing the axis. Consider 
tWo rays 140 at an angle 0 from the vertical passing through 
the pinhole camera. Because the mirror is rotationally sym 
metric, after re?ection, the rays intersect at a virtual vieW 
point inside the minor at a distance dV on the minor axis, 
subtending an angle 0,,. 
[0039] We analyZe this effect in 3D. The key point to note is 
that the intersection of the above tWo rays are on the minor 
axis. For any out of plane rotation of the minor about its axis, 
dV remains ?xed in 3D for the angle 0, because dV is on the 
axis itself Thus, the locus of virtual vieWpoints for the angle 
0 is a single 3D point on the minor axis. 
[0040] Hence, a cone of rays corresponding to the angle 0 in 
the acquired image can be mapped to a cone of rays corre 
sponding to the angle 6,, for a virtual perspective camera 
placed at the distance dv. For simplicity, We refer to rays on 
the surface of a cone as a cone of rays. In the acquired image, 
each cone of rays corresponds to a circle of pixels When the 
optical axis is aligned With the minor axis. 
[0041] Thus, each circle of pixels in the acquired image 
With radius corresponding to the angle 0 can be mapped to a 
circle of pixels in the virtual perspective camera placed at a 
distance dV With radius corresponding to the angle 0,,. If the 
optical axis of the camera is not aligned With the minor axis, 
then the resulting image is related by a homography, Which 
can be applied as a pre-processing step. 
[0042] A CIS including a rotationally symmetric minor and 
a perspective camera has an effective single vieWpoint if dV is 
same for all angles 0. This occurs only if a hyperboloid or 
ellipsoidal minor is used With a perspective camera placed on 
one of the tWo foci of the minor. The other focus of the minor 
corresponds to the virtual vieWpoint. 
[0043] For other con?gurations, there is no effective single 
vieWpoint because the distance dV depends on the angle 0. 
Nevertheless, all virtual vieWpoints can be de?ned on the 
minor axis. We therefore refer to the set of virtual vieWpoints 
as axial-cone cameras. Note that each virtual vieWpoint has 
only a cone ofrays, i.e., a circle ofpixels and not a square 2D 
image. 
[0044] The Off-Axis Case 
[0045] FIG. 3B shoWs the off-axis case. TWo rays subtend 
ing an angle 0 from the camera’s optical axis, after re?ection 
from the minor, do not intersect on the minor axis. Thus, in 
3D, the locus of vieWpoints for the angle 0 is not a single point 
as in the on-axis case. A practical consequence is that for each 
pixel in the acquired image, We need to de?ne a neW virtual 
perspective camera. 
[0046] Spherical Mirror 
[0047] A spherical mirror represents a special case in the 
above analysis. Because the sphere is symmetric in all direc 
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tions, the line joining the center of the sphere to the camera 
can always be an axis of symmetry. Thus, virtual cameras can 
be de?ned along this axis. Thus, for a spherical mirror, ray 
modeling is not affected by the relative camera-mirror pose. 

[0048] The center of proj ection (COP) of a camera is placed 
at an origin of an arbitrary coordinate system, and a spherical 
mirror of radius r is placed at a distance d from the COP. The 
distance of the virtual camera for the ray subtending the angle 
of@ is d,. Then, 

tang : d — rsin?’ and 

dsin20 i cos0\/r2 — d2sin20 (1) 
sin : ‘B r 

Using the laW of re?ection, We have 

a = 2,3 — 0 — 7r / 2. 

Thus, 

[0049] For a given angle 0, the angle [3 can be obtained 
using Eqn. (1), folloWing Which the vieWpoint dV and the 
angle 0V of cone the can be obtained using Eqns. (3) and (2) 
respectively. Note that viewpoint near to the mirror surface 
has a larger cone, and a far vieWpoint a smaller cone. 

[0050] This modeling can be extended to the case of mul 
tiple spherical mirrors, because a sphere is rotationally sym 
metric in all directions. When the image is acquired via mul 
tiple spherical mirrors, each mirror results in virtual axial 
cone cameras on the line joining the mirror center and the 
COP of the camera. 

[0051] 
[0052] The above axial-cone modeling applies equally Well 
to the refractive sphere With a different set of virtual vieW 
points and associated cone angles. We assume the refractive 
sphere to be of constant refractive index [1, and ignore specu 
lar and internal re?ections from its surface and inside. Due to 
symmetry, rays at an angle 0 from the camera intersects on the 
axis joining the COP of the camera and the sphere center. 
Thus, similar to a re?ective sphere, the cone of rays at an 
angle 0 can be modeled as cone of rays at dV corresponding to 
the angle 0,,, Where 

Refractive Sphere 

dv:d(l+sin 0/sin 0dv),and 

BVIZ arcsin(d sin 0/r)—2 arcsin(d sin 0/(ru))—0. (4) 

Note that the real and virtual vieWpoints are on the opposite 
sides of the sphere. 

[0053] 
[0054] NoW, We use our axial-cone modeling for digital 
refocusing of a single image of a scene acquired via the array 
of spheres, Which applies to both re?ective and refractive 
spheres. Refocusing can be performed by projecting the 
acquired rays to the desired scene geometry, referred to as 
refocusing geometry. 
[0055] Typically, a planar geometry is used and the refo 
cusing effects are produced by changing the depth of the 
plane. HoWever, a planar geometry is not the only choice for 

Refocusing Using Sphere Array 
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Wide-angle light?elds. We can use a variety of geometries 
such as spherical geometry and surfaces based on object 
depth. 
[0056] Refocusing Implementation 
[0057] FIG. 4 shoWs the method for refocusing a re?ective 
sphere array according to embodiments of the invention. The 
?gure shoWs one roW of the array. It is understood that this 
equally applies to all roWs. The single input image 109 of the 
scene 100 as observed in the array of spheres is acquired by 
the single real camera 105. The pixels corresponding to each 
sphere in the input image are referred to as a sphere image. 
[0058] For each virtual camera 401, We de?ne a virtual 
image plane 402 passing through points of the sphere, 
Wherein the points are re?ection points. Then, We perform 
projective texture mapping 410 of each sphere image to all the 
virtual cameras on the virtual image planes to produce corre 
sponding virtual images to account for the homography 
betWeen the acquired image and the virtual images. For a 
refractive sphere array, the virtual image plane is de?ned at 
the intersections of incoming rays from the real camera to the 
sphere and outgoing rays from the sphere to each virtual 
camera. 

[0059] For each virtual camera, We identify a circle of pix 
els 420, Which corresponds to a cone of rays associated With 
the virtual camera. In practice, We uniformly sample the 
virtual vieWpoint range using the N virtual cameras. Let 0V 
denote the cone-angle of the ith virtual camera. Then, each 
virtual camera has a circular region of pixels corresponding to 
the cone-angles in a range 

[0060] Extra pixels outside of the range are removed by the 
GPU fragment shader. 
[0061] Then, each virtual camera image is projected 430 to 
a refocusing geometry 440 by assuming a refocus vieWpoint 
450. Note that the scene geometry 440 need not be planar 
because the projective texture mapping 430 can correctly 
handle the projections from the virtual cameras. 
[0062] The projection of all virtual cameras for a single 
sphere results in a Wide-angle light?eld ‘vieW.’ Unlike a con 
ventional light?eld, each ligh?eld ‘vieW’ does not have a 
single vieWpoint. The Wide-angle light?eld vieWs are then 
averaged to produce the output refocused image 108. Because 
all straight lines in the scene are mapped to straight lines in the 
vieWs, We can average the vieWs to obtain a Wide-angle per 
spective refocused image. 
[0063] The GPU implementation only requires back-pro 
jection (project image pixels to a scene geometry), because 
interpolation betWeen pixels is automatically performed by 
the texture mapping of the GPU. In addition, We process a 
cone of rays, instead of a single ray, in a single rendering path. 
This is much faster than forWard projection of scene points, 
Which is performed ray-by-ray and each projection requires 
solving higher order equations for re?ections and refractions. 
Our GPU implementation is 10,000 (four orders of magni 
tude) faster than ray-tracing. 
[0064] For a narroW FOV, a single perspective output refo 
cused image is su?icient. For Wide-FOV, the single rendering 
does not sample suf?cient light rays across Wide angles. 
Therefore, We generate a cube map at the refocus vieWpoint 
by using ?ve virtual perspective cameras, each having differ 
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ent directions and 90° FOV. The cube map can be transformed 
to a spherical map on Which global projections, such as Mer 
cator and stereographic projections, can be applied. 
[0065] Dense Depth Estimation and Applications 
[0066] Similar to plane sweeping, We generate light?eld 
vieWs projected on spherical scene geometry at multiple radii. 
We use the variance across all ofthe vieWs as a color consis 

tency measure, and estimate a depth map using a graph-cut 
framework. Another method to estimate a depth map is to 
generate a focal stack, i.e., a series of images focused at 
different depths, by averaging the vieWs at each radius and to 
use the sharpness of the images as the consistency measure. 
Using the estimated depths, the refocused images can be 
combined to obtain an all-in-focus image. 
[0067] Aliasing Removal 
[0068] Because of sparse spatial sampling, large depth 
variations in Wide-angle scenes can cause aliasing artifacts in 
the refocused images. This is similar to aliasing artifacts in 
light?elds acquired using conventional camera arrays due to 
sparse spatial sampling. Techniques, such as aperture ?lter 
ing, require the time-consuming forWard projection of scene 
points. 
[0069] Instead, We simply apply a geometrically accurate 
depth dependent blur on refocused images. We use a spatially 
varying Gaussian ?lter With a standard deviation 

O'IOLIdPI, 
Where dB is the disparity difference betWeen the refocusing 
geometry and the pixel depth, and 0t controls the amount of 
blur. 
[0070] Surface Dependent Refocusing 
[0071] In scenes containing multiple objects at different 
depths, all foreground objects cannot be concurrently brought 
into focus using a common spherical or planar refocusing 
geometry. We achieve this goal by using a modi?ed depth 
map as the refocusing geometry. We keep the depth values 
corresponding to the foreground objects unmodi?ed, and 
replace the background depth value With the nearest fore 
ground depth value. 
[0072] Wide Angle Projections 
[0073] To obtain visually pleasing images, several global 
projections are knoWn, each preserving some property but 
invariably leading to distortions. Some knoWn methods use 
local constraints. For Well-structured indoor scenes With feW 
foreground objects, a multi-plane projection Works Well. 
[0074] We provide a neW content preserving projection by 
enforcing local perspective constraints Within a chosen nar 
roW FOV. In conventional Wide-angle projection methods, the 
goal Was to maintain ?delity over the entire image because the 
images have a large DOF. On the other hand, our output 
images shoW depth-of-?eld effects and user’s attention is 
draWn toWards in-focus regions. A user might Want to locally 
minimize distortions on in-focus objects, While distortions on 
out-of-focus regions could be acceptable. 
[0075] Parameterization and Optimization 
[0076] Our parameterization and optimization is as fol 
loWs. The image projection is vieWed as a mapping from the 
vieWing sphere (G(}\,, 4))) onto the planar image domain u:(u, 
v). The rendered image I is given by 

[0077] The unknoWns of the mapping are u and v. The 
conformality of the mapping is enforced by discretizing the 
Cauchy-Riemann equations 
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[0078] Smoothness is enforced by minimizing the curva 
ture of the mapping as 

[0079] To enforce local perspective constraints, a bounding 
box in the 7», 4) space is selected. The center of the bounding 
box is given by k0, (1)0. This region is projected to the plane 
tangential to the vieWing sphere at A0, (1)0, resulting in a 
perspective projection With an optical axis that is the line 
joining k0, (1)0 to the center of the vieWing sphere. 
[0080] Each pixel P on this locally perspective image cor 
responds to a particular (kl-JP, (pl-JP). Then, We minimize the 
difference betWeen neighboring vertices in the projection 
map for the selected region. 

[0081] Each of the conformal, smoothing and perspective 
constraint lead to a linear equation in the unknoWn variables 
(u, v), Which are stacked together to from a linear system 
Ax:b. 
[0082] We regularize these equations by adding a regular 
ization term for each vertex that prefers a certain global 
mapping, e. g., Mercator or stereographic, and select relative 
Weights of constraints to be 1, 12 and 20 for conformal, 
smoothing and perspective constraints respectively. 
[0083] Utilizing Dense Depth Map 
[0084] Perspective constraints try to keep both foreground 
and background undistorted Within a narroW FOV. This Works 
Well While refocusing on background, if the foreground 
objects are small. HoWever, When refocusing on foreground, 
the constraints might lead to distortions in the background 
around the edges of the selected regions. We use extracted 
depth values to automatically constrain the set of pixels on 
Which the perspective constraints are applied. 
[0085] We detect background regions using a simple depth 
map thresholding and reduce the Weights of the background 
regions Within the user-selected region, leading to a better 
result. 
[0086] Spherical Mirror Analysis 
[0087] Mirror Calibration 
[0088] Internal camera calibration is performed of?ine 
using checkerboard images. Because the physical sphere 
radius is knoWn, We only need to determine the centers of the 
spheres With respect to the camera for external calibration. A 
small number of points, e.g., three, are marked on the bound 
ary of the sphere in the image. We determine the rays corre 
sponding to these marked pixels. These rays are tangential to 
the sphere in 3D. The sphere center is on the central ray, Which 
makes the same angle 0t With all the tangent rays. To ?nd this 
ray, We ?t a plane to points on the tangent rays, equidistant 
from the camera. The normal to this plane passing through the 
camera gives the central ray. Then, the sphere center is at a 
distance of 
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sin a 

along the central ray. Note that this calibration is in-image, 
not requiring extra calibration images or scene features to be 
visible. It is to be understood that automatic calibration meth 
ods using feature points and non-linear optimization can also 
be applied. 
[0089] Mirror Size and Baseline 
[0090] For the kth sphere center at [xk, yk, Zk] in the camera 

coordinate system, let dk: xk2+yk2+Zk2 be the distance 
betWeen the sphere center and the COP of the camera, and 
d,,(j) be the distance of jth virtual camera along the axis. Then 
the location of virtual cameras are given by 

[0091] The baseline betWeen virtual cameras for same d,,(j) 
is given by 

hm (1) = m) dkl dk 
2 

[0092] For each sphere, We place the farthest virtual camera 
at the cusp of its caustic given by dV:(2dk2—2rdk)/(2dk—r). The 
caustic is the envelope of light rays re?ected or refracted by 
the curved surface. For F05" and Zk:850 mm (constant), the 
baseline betWeen the farthest virtual cameras for neighboring 
spheres varies from 25.2 mm to 35.3 mm. 

[0093] Resolution 
[0094] We analyZe the resolution characteristic for a 
spherical mirror. Let Z be the distance of a scene plane from 
the camera, and u be the image plane-lens distance. Then, a 
circle of pixels of radius pS:(d,,—Z)tan 0V is projected to a 
circle of radius pS:(dV—Z)tan 0V on the scene plane. Thus, the 
tangential resolution can be obtained as 

[0095] Mirror Defocus 
[0096] For a ?nite aperture, a catadioptric system cannot 
achieve perfect focus for all scene points. The prior art has 
analyZed defocus blur properties for hyperboloid, ellipsoid 
and paraboloid mirrors With an on-axis camera. We extend the 
analysis to spherical mirror array. 
[0097] The camera should be focused inside the mirror, 
because the entire scene depth range is compressed Within the 
caustic volume. The defocus blur is determined by projecting 
rays from the scene point to each point on the lens. 
[0098] Mirror Placement 
[0099] Note that axial-cone modeling is applicable to any 
con?guration of mirror spheres. FIGS. 5A-5C shoWs three 
con?gurations, Where spheres are placed on a concave, ?at, 
and convex surfaces. The placement of mirrors alters inter 
re?ections A, and occlusions B, thereby affecting baseline 
and number of angular samples. By occlusions, We mean that 
each scene point may not be visible in every mirror, due to 
occlusion from some other mirror. 
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[0100] The curved surface provides a more uniform base 
line across the FOV compared to ?at surface. HoWever, the 
concave surface increases mirror inter-re?ections and 
reduces the number of angular samples (effective synthetic 
aperture). Curved surfaces also require a greater camera DOF 
for acquiring the image. 
[0101] Refractive Sphere 
[0102] Let us compare the spherical mirror and refractive 
sphere for the same radius F05", i.e., less than one inch, and 
distance d from the camera. For both cases, the extremum 
angle 0 is given by arcsin(r/ d), When the ray becomes tangent 
to the sphere. Substituting in Eqns. (2) and (4), the maximum 
achievable FOV is 

[0103] for spherical mirror, and 

(7r — arcsing) 

for refractive sphere. Thus, a spherical mirror alWays pro 
vides a larger FOV than a refractive sphere. Note that the 
virtual vieWpoints span a larger range (larger caustic) for 
refractive sphere than for spherical mirror. Thus, it Would 
require more number of virtual cameras for modeling. 
[0104] Resolution and Defocus 
[0105] Using our axial-cone modeling, the resolution char 
acteristics of a refractive sphere can be determined. As for the 
re?ective case, the tangential resolution for a scene plane at 
distance Z is given by 

[0106] Re?ective and Refractive Sphere Distinguished 
[0107] For both cases, the resolution decreases as the FOV 
increases. A refractive sphere provides better resolution 
(large image siZe of an object) than a re?ective sphere, due to 
smaller achievable FOV. HoWever, similar to a mirror, a 
refractive sphere cannot perfectly focus a scene point onto the 
image plane for a ?nite aperture siZe. A refractive sphere acts 
as a lens and results in larger defocus blur compared to a 
re?ective sphere. 

EFFECT OF THE OF THE INVENTION 

[0108] We believe that re?ective and refractive spheres 
offer a promising neW avenue for computational methods to 
enhance digital imaging. While We have focused on depth of 
?eld effects and dense 3D reconstruction, axial-cone model 
ing can also be useful for other applications such as Wide 
angle sparse 3D reconstruction using multi-vieW stereo, ren 
dering rain, and deblurring of spherical mirror and lens blur. 
[0109] To generate DOF effects in Wide-angle images, a 
Wide FOV light?eld is acquired. We describe design aspects 
for achieving a practical system, and analyZe its properties in 
detail. We describe axial-cone modeling, applicable to both 
rotationally symmetric re?ective and refractive elements, and 
utiliZed its bene?ts using spherical mirrors and refractive 
spheres. Our modeling avoids explicit ray-tracing and 
approximations, and leads to a fast implementation for digital 
refocusing. 
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[0110] Although the invention has been described by Way 
of examples of preferred embodiments, it is to be understood 
that various other adaptations and modi?cations can be made 
Within the spirit and scope of the invention. Therefore, it is the 
object of the appended claims to cover all such variations and 
modi?cations as come Within the true spirit and scope of the 
invention. 

We claim: 
1. A method for obtaining a refocused Wide-angle image of 

a scene, comprising: 
acquiring, by a single stationary camera, an input image of 

a scene as observed in an array of spheres, Wherein 
pixels in the input image corresponding to each sphere 
comprise a sphere image; 

de?ning, for each sphere, a set of virtual cameras on a line 
joining a center of the sphere and a center of projection 
of the camera, Wherein each virtual camera has a virtual 
image plane; 

projecting, for each virtual camera of each sphere, the 
sphere image to the virtual image plane; 

selecting, for each virtual camera of each sphere, a set of 
pixels corresponding to a cone of rays associated With 
the virtual camera to produce a virtual camera image; 

projecting, for each sphere, all of the virtual camera images 
to a refocusing geometry assuming a refocus vieWpoint 
to produce a vieW, Wherein the vieW represents a Wide 
angle light?eld vieW; 

averaging the vieWs for all the spheres to produce the 
refocused Wide-angle image; and 

displaying the refocused Wide-angle image on an output 
device. 

2. The method of claim 1, Wherein the projecting of the 
sphere images and the virtual camera images is performed by 
using projective texture mapping on a graphic processing unit 
(GPU). 

3. The method of claim 1, Wherein the vieWs are generated 
for the refocusing geometry placed at multiple depths to 
estimate a Wide ?eld-of-vieW (FOV) depth map by evaluating 
a variance across the Wide-angle vieWs at each pixel. 

4. The method of claim 3, Wherein the projecting of all of 
the virtual camera images is performed for the refocusing 
geometry placed at multiple depths to generate a focal stack. 

5. The method of claim 4, Wherein the Wide FOV depth 
map is estimated by evaluating a sharpness measure of the 
refocused images in the focal stack at each pixel. 

6. The method of claim 3, Wherein the Wide FOV depth 
map is estimated by evaluating a consistency measure across 
all the vieWs at each pixel. 

7. The method of claim 3, Wherein the Wide FOV depth 
map is used as the refocusing geometry to obtain an all-in 
focus output image. 

8. The method of claim 3, Wherein the refocusing geometry 
is modi?ed according to the Wide FOV depth map to bring 
multiple depths into focus simultaneously. 

9. The method of claim 1, further comprising: 
specifying the refocusing geometry and the refocus vieW 

point by the user. 
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10. The method of claim 9, Wherein the specifying is inter 
active. 

11. The method of claim 1, Wherein each sphere image is 
modeled as multiple axial-cone cameras, Wherein each axial 
cone camera has a different virtual vieWpoint and an associ 
ated cone of rays. 

12. The method of claim 1, Wherein the camera is a video 
camera to acquire multiple input images of the array of 
spheres. 

13. The method of claim 12, Wherein each input image is 
processed independently. 

14. The method of claim 1, Wherein the array is regular. 
15. The method of claim 1, Wherein the array is irregular. 
16. The method of claim 1, Wherein the array is random. 
17. The method of claim 1, Wherein the array is tWo 

dimensional. 
18. The method of claim 1, Wherein the array is three 

dimensional space. 
19. The method of claim 1, Wherein a number of spheres is 

greater than one. 
20. The method of claim 1, Wherein the spheres are re?ec 

tive. 
21. The method of claim 1, Wherein the spheres are refrac 

tive. 
22. The method of claim 21, Wherein a refractive index of 

the spheres is equal to that of glass or an acrylic. 
23. An apparatus for obtaining a refocused Wide-angle 

image of a scene, comprising: 
an array of spheres; 
a single camera con?gured to acquire an input image of a 

scene as observed in the array of spheres, Wherein pixels 
in the input image corresponding to each sphere com 
prise a sphere image; 

means for de?ning, for each sphere, a set of virtual cameras 
on a line joining a center of the sphere and a center of 
projection of the camera, Wherein each virtual camera 
has a virtual image plane; 

means for projecting, for each virtual camera of each 
sphere, the sphere image to the virtual image plane; 

means for selecting, for each virtual camera of each sphere, 
a set of pixels corresponding to a cone of rays associated 
With the virtual camera to produce a virtual camera 
image; 

means for projecting, for each sphere, all of the virtual 
camera images to a refocusing geometry assuming a 
refocus vieWpoint to produce a vieW, Wherein the vieW 
represents a Wide-angle light?eld vieW; 

means for averaging the vieWs for all the spheres to pro 
duce the refocused Wide-angle image; and 

an output device con?gured to display the refocused Wide 
angle image. 

24. The apparatus of claim 23, Wherein the spheres are 
re?ective. 

25. The apparatus of claim 23, Wherein the spheres are 
refractive. 

26. The apparatus of claim 23, Wherein the means for 
projecting is a graphic processing unit. 

* * * * * 


